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Abstract— Now-a-days people are using digital technologies which have advanced more rapidly than any innovation. Machine 

learning algorithm is a part of an Artificial Intelligence (AI). Machine learning algorithm build a sample data,  known as training data, 
in order to make prediction or decision without being explicitly programmed to do so. Major problem facing in machine learnin g is 

lack of good data. Data quality is essential for the algorithm to function as intended. The phishing website can be detected based on 
some important characteristics like URL and Domain Identity, and security and encryption criteria in the final phishing detec tion rate. 
In order to detect and predict phishing website, we proposed an intelligent, flexible and effective system that is based on using Ma-

chine learning technique. We implemented classification algorithm and regression techniques to extract the phishing data sets  criteria 
to classify their legitimacy. Here we use two machine learning techniques there are Logistic regression and Decision tree algorithm. 
Logistic regression is a go to method for binary classification problem. It is another technique borrowed from the field of s tatistics. 
Logistic regression gives 95% of accuracy for trained data sets . Whereas Decision tree are a type of Supervised Machine Learning. 

Where the data is continuously split according to a certain parameter. The tree can be explained by two entities, namely decision 
nodes and leaves. The leaves are the decisions or the final outcomes. And the decision nodes are where the data is split. Which gives 
85% accuracy for trained data. 

 
  

——————————      —————————— 

1 INTRODUCTION                                                                     

Machine learning is a very hot topic for many key rea-

sons, and it provides the ability to automatically obtain deep in-
sights, recognize unknown patterns, and create high performing 
predictive models from data, all without requiring explicit pro-

gramming instructions. This high level understanding is critical if 
ever involved in a decision-making process surrounding the us-
age of machine learning, how it can help achieve business and 

project goals, which machine learning techniques to use, potential 
pitfalls, and how to interpret the results. Machine learning is the 
application of artificial intelligence and based on the idea of the 

system that will learn data with less human intervention. 
 

 Supervised Learning: 

 Supervised learning in ML is the task of learning a 
function which maps an input to an output that is based n the 
sample input-output pairs. It also refers a function from training 

data which contain a set of training samples. Supervised Learning 
is classified into two types namely 1. Classification 2. Regres-
sion. It works with or learns with labeled data that implies some 

data which is already tagged with the correct answer. It also al-
lows collection of data and to produce data output from the pre-
vious experience. It also helps to improve the performance learn-

ing and training needs a lot of computation skills. 
 

 Unsupervised Learning: 

 Unsupervised learning in ML is a process where the us-
er need not to supervise the model. To discover patterns and in-
formation, it allows the model to work on its own that was previ-

ously detected. It mainly cope-up with unlabeled data. UL algo-
rithm users are allowed to perform more complex processing 

tasks then supervised learning. Also it is unpredictable the any 

other natural learning methods. Unsupervised Learning algo-
rithms has clustering, anomaly detection and neural networks. 
Storing of precise information is difficult in unsupervised learn-

ing. It gives less accurate values as the input is not labeled data. 
  

Reinforcement Learning: 

Reinforcement learning in ML to make a sequence of 
decisions. It mainly used for game-like situation. To get the solu-
tion of the problem the computer employs the trial and error 

method. The reward-policy is also set as a rule in case of game by 
the designer. If reinforcement learning algorithm is run on a suf-
ficiently powerful computer infrastructure then the artificial intel-

ligence can gather experience from thousands of parallel game 
plays. 

 

APPLICATIONS OF MACHINE LEARNING 

     As we move forward into the digital age, one of the modern 
innovations we’ve seen is the creation of Machine Learning. 

This incredible form of artificial intelligence is already being 
used in various industries and professions. 
 

Image Recognition: 
                Image recognition is one of the most common applica-
tions of machine learning. It is used to identify objects, persons, 

places, digital images, etc. The popular use case of image recog-
nition and face detection is, Automatic friend tagging suggestion: 

  Facebook provides us a feature of auto friend tagging 

suggestion. Whenever we upload a photo with our Facebook 
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friends, then we automatically get a tagging suggestion with 
name, and the technology behind this is machine learning's  face 
detection and recognition algorithm. 

Speech Recognition: 

While using Google, we get an option of "Search by 

voice," it comes under speech recognition, and it's a popular ap-
plication of machine learning. 

Speech recognition is a process of converting voice instructions 

into text, and it is also known as "Speech to text", or "Computer 
speech recognition." At present, machine learning algorithms are 
widely used by various applications of speech recogni-

tion. Google assistant, Siri, Cortana, and Alexa are using speech 
recognition technology to follow the voice instructions. 

Traffic prediction: 

      If we want to visit a new place, we take help of Google Maps, 
which shows   us the correct path with the shortest route and pre-

dicts the traffic conditions. It predicts the traffic conditions such 
as whether traffic is cleared, slow-moving, or heavily congested 
with the help of two ways: 

 Real Time location of the vehicle form Google Map app 
and sensors 

 Average time has taken on past days at the same time.  

Medical Diagnosis  

    In medical science, machine learning is used for diseases 
diagnoses. With this, medical technology is growing very fast and 
able to build 3D models that can predict the exact position of 

lesions in the brain. It helps in finding brain tumors and other 
brain-related diseases easily. 

 

RELATED WORKS: 

            In this [1] paper, AI Meta-Learners and Extra-Trees Algo-
rithm for the Detection of phishing websites which is developed  

as the artificial intelligence schemes have been the cornerstone of 

modern counter measures used for mitigating phishing attacks. 
Here the cyber security refers to the management and develop-
ment to the technologies tools and techniques required for pro-

tecting the data, devices and information. The proposed AI-based 
Meta-Learners were fitted on a phishing website datasets and 
their performances were evaluated. The models achieved a detec-

tion accuracy not lower than 97% with a drastically low false-
positive rate of not more0.028. Hence, we recommend the adap-
tation of meta-learners when building phishing attack detection 

models. Here the false positive is detected so, to overcome these 
we just include the security purpose for the detection for phishing 
methods and to secure the higher accuracy rate based on the algo-
rithm. 

             In this [2], The Particle Swarm optimization –Based fea-
ture Weighting for improving intelligent phishing website detec-
tion ,Over the last few years website phishing attacks have been 

constantly evolving causing customers to lose trust in e-
commerce and online services. Various tools and systems based 
on the backlist of phishing websites are applied to detect the 

phishing websites. In this paper intelligent phishing website de-

tection using Particle Swarm Optimization is proposed to en-
hance the detection of phishing websites.  

         In this [3], Phishing website Detection Based on Multi-

dimensional Features Driven by Deep Learning, Phishing is cur-
rently a feature threat facing the internet, and losses due to phis h-
ing are growing steadily. Feature engineering is very important in 

phishing website detection solutions, but the accuracy of detec-
tion critically depends on prior knowledge of features. This ap-
proach can reduce the detection time for setting a threshold. Tes t-

ing on dataset containing millions of phishing URLs and legit i-
mate URLs, the accuracy reaches 98.99%, and the false rate is 
only 0.59%. By adjusting the threshold, the experimental results 
show that the detection efficiency can be improved. 

        In this [4], Systematization of Knowledge (SOK): A Sys-
tematic Review of Software Based Web Phishing Detection, Here 
the main purpose of Phishing is a form of cyber- attack that lev-

erages social engineering approaches to harvest personal infor-
mation from users of website. Here the HTML Phish is not using 
any manual feature extraction. 

        In this [5], Phishing-Alarm: Robust and Efficient Phishing 

Detection via Page Component Similarity, This involves social 
networks that have become one of the most popular platforms for 
users to interact with each other. It has given the huge amount of 

sensitive data available in social network platforms, user privacy 
protection on social networks has become one of the most urgent 
research issues. Our large-scale evaluation using real-world web-
sites shows the effectiveness of our approach. The proof of con-

cept implementation verifies the correctness and accuracy of our 
approach with relatively a low performance overhead. 

PROBLEM DESCRIPTION: 

             Now-a-days digitalization  become an essential part in 
our daily life, it’s the base of banking transactions, shopping, 

entertainment, resource sharing, and social networking. [1]The 
majority of malware is intended to steal the user’s private data by 
using any website. In order to avoid this, detection process is 

done to check whether the given website is phishing or legit i-
mate.  In this digital world, most of the people are using online 
websites so this system is very useful and safe for online transac-

tions and sharing information etc. This process develops our sur-
roundings with safe and secure manner. [2][3] Detecting phishing 
webpages is an essential task that protects legitimate websites 

and their users from various malicious activities. 
       To classify the suspect webpage as phishing or legitimate, 
robust and effective features used for classification are in de-

mand. However, recent phishing attacks usually make phishing 
webpages resemble the legitimate webpages in visual and func-
tional aspects [4].Phishing is a concrete, widespread threat that 

combines social engineering with website spoofing. It leads to 
various malicious activities, including identity theft, financial 
gain, unauthorized account access, credit card fraud, etc. This 

threat causes not only tremendous financial losses to Internet 
users, but also long term reputation damage to the legitimate 
websites targeted by phishing scams. 
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METHODOLOGY USED: 

 

     LOGISTIC REGRESSION: 

            We are using a logistic regression algorithm and decision 
tree algorithm. By using these algorithms we analyze the accura-

cy for detection [4]. Logistic Regression is a Machine Learning 
algorithm which is used for the classification problems, it is a 
predictive analysis algorithm and based on the concept of proba-

bility. The hypothesis of logistic regression tends it to limit the 
cost function between 0 and 1. Logistic Regression is a signifi-
cant machine learning algorithm because it has the ability to pro-

vide probabilities and classify new data using continuous and 
discrete datasets [5] [6].  

        The logistic function, also called the sigmoid function was 
developed by statisticians to describe properties of population 

growth in ecology, rising quickly and maxing out at the carrying 
capacity of the environment. It’s an S-shaped curve that can take 
any real-valued number and map it into a value between 0 and 1. 

[7][8][9] The trained datasets which is preprocessed and it is 
stored into the database and which is compared with the given 
input datasets by the logistic regression algorithm and decision 

tree algorithm. The decision tree algorithm is a supervised learn-
ing technique that can be used for both classification and Regres-
sion problems, but mostly it is preferred for solving Classification 

problems. [1][10][11]It is a tree-structured classifier, 
where internal nodes represent the features of a dataset, branches 
represent the decision rules  and each leaf node represents the 
outcome. 

        SIGMOID FUNCTION:    

                                                    

DECISION TREE:  

A decision tree is a flowchart-like tree structure where 
an internal node represents feature, the branch represents a deci-
sion rule, and each leaf node represents the outcome. The top-

most node in a decision tree is known as the root node. It learns 
to partition on the basis of the attribute value. It partitions the tree 
in recursively manner call recursive partitioning. This flowchart-

like structure helps you in decision making. It's visualization like 
a flowchart diagram which easily mimics the human level think-
ing. That is why decision trees are easy to understand and inter-
pret.        

  In a Decision tree, there are two nodes, which are 
the Decision Node and Leaf Node. Decision nodes are used to 
make any decision and have multiple branches, whereas Leaf 

nodes are the output of those decisions and do not contain any 
further branches. [12][13]In this, we compare these algorithms 
based on their accuracy level for the website detection. Based on 

the higher accuracy we can conclude the algorithm to find the 
website whether it is a phishing or legitimate. This gives a user to 
find the better identity to find to enable future prediction 

 

WORKING: 

1. Select the best attribute using Attribute Selection 
Measures (ASM) to split the records. 

2. Make that attribute a decision node and breaks the da-
taset into smaller subsets. 

3. Starts tree building by repeating this process recursively 
for each child until one of the condition will match: 

 All tuples belong to the same attribute value. 

 There are no more remaining attributes. 

 There are no more instances. 

  

 

 

                                                 Figure 1.1 

In fig 1.1, we collect data sets from google, the collected data can 

be phishing URL or legitimate URL. After that we import a li-
brary pandas, which is used to directly read the csv.file (datasets). 
Data sets are then preprocessed and it is stored in the system da-

tabase itself. Next the datasets are then goes for training (80%) 
and testing (20%) process by using both logistic regression algo-
rithm and decision tree algorithm. Keep on training the datasets 

only we can get a higher accuracy. Further the user gives an input 
URL, which is then analyze with the test data. Then it  is evaluat-
ed with both the algorithms. 
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        After the evaluation process, we can identify any websites 
whether it is a phishing website or legitimate website. If it is a 

phishing website the given URL website shows as good and if it 
is a legitimate the URL shows as bad. 

IMPLEMENTATION AND RESULT: 

In this phishing website prediction user can easily iden-
tify which URL is phishing or legitimate, the given URL is then 

divided using tokenization process. Tokenization process is to 
divide the special characters like @, #, $, %, & etc. Length of the 
URL is also very useful for find whether the given URL is phish-
ing or legitimate.                 

 

Here the Fig 1.1.2 is good URL website so it is identified as a 
legitimate website. 

   

 

 

 

LEGITIMATE WEBSITE: 

           

                     FIGURE 1.1.2 

 

CONCLUSION: 

           Phishing is a way to obtain user’s private information 

through email or website, as the usage of internet is very fast al-
most all things are available in the online. So as the technology 
increases phishing attacks use new methods day by day, so to 

avoid the problem of privacy, it is enabled through online to iden-
tify the phishing websites for the detection. In this proposed sys-
tem, we performed a detailed information in problem description 

about the detecting the phishing websites in machine learning 
based on the algorithm detection. Hence by using this logistic 
regression algorithm of about 98% of accuracy detection this is 

the best suitable approach than other. 
Even though our proposed features present high classification 
power against state of the phishing practice, they could be stale 

and ineffective someday as a result of the evolution of phishing 
ecosystem. Hence constant analysis and update of the features is 
required to maintain the high detection power of the system. 

 
FUTURE ENHANCEMENTS 

 A future work will force on collecting phishing and non-

phishing websites that are currently accessible in the WWW and 
extract a list of features that are different from the one commonly 
used in phishing detection. This work of the proposed system is 
to evaluate these machine learning classifiers with layer dataset. 

We already have classifiers which gives good prediction rate of 
the phishing website, but after our survey that it will be better to 
use a hybrid approach for the prediction rate of phishing website. 

In future if we get structured dataset of phishing we can perform 
phishing detection much faster than any other technique, also we 
can use a combination of any other two or more classifier for 

getting maximum accuracy .In particular we extract features from 

URL’S and pass it through the various classifier. 
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